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Abstract: Credit risk is defined as the risk that borrowers will fail to pay its loan 
obligations. In recent years, a large number of banks have developed sophisticated 
systems and models to help bankers in quantifying, aggregating and managing risk. 
The outputs of these models also play increasingly important roles in banks’ risk 
management and performance measurement processes. In this study we try to 
tackle the question of default prediction of short term loans for a Tunisian 
commercial bank. We use a database of 924 credit records of Tunisian firms 
granted by a Tunisian commercial bank from 2003 to 2006. The K-Nearest 
Neighbor classifier algorithm was conducted and the results indicate that the best 
information set is relating to accrual and  cash-flow and the good classification rate 
is in order of 88.63 % (for k=3). A curve ROC is plotted to assess the performance 
of the model. The result shows that the AUC (Area Under Curve) criterion is in 
order of 87.4% (for the first model), 95% (third model) and 95.6% for the best 
model with cash flow information. 
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1. Introduction 
 
Bank credit risk assessment is widely used at banks around the world. Since, credit 
risk evaluation is very crucial, variety of techniques is used for risk level 
assessment. In addition, credit risk is one of the main functions of the banking 
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community (Seval, 2008). Basel Committee on Banking Supervision defined credit 
risk as the potential of a bank borrower or counterparty will fail to pay its 
obligations in accordance with agreed terms (Okan veli safakli, 2007). 
 
Banks classify clients according to their profile. While classifying, financial 
background of customers and subjective factors of customers are evaluated. 
Financial ratios play an important role for risk level calculation (Berk et al., 2011). 
These ratios are objective and indicate the financial statement of business. Balance 
sheet, income statement and cash flows are some financial statements for collecting 
information to calculate objective financial ratios. There are many other subjective 
factors too; these depend on bank decision strategy and its mission according to 
(Berk et al., 2011). The Basel Committee on Banking Supervision, in a 
consultative document, tried to provide banks and supervisors with guidance on 
sound credit risk assessment and valuation policies and practices for loans 
independently of the accounting framework applied. In this document the third 
principle states that “A bank’s policies should appropriately address validation of 
any internal credit risk assessment models»1.  
 
The implementation of this principle turns out to be a daily decision based on a 
binary classification problem distinguishing good payers from bad payers (Karaa & 
Krichène, 2012). Surely, evaluating the insolvency plays an important role since a 
good estimate of the quality of a borrower can help to decide whether granting the 
requested loans or not. The Basel Committee recommends a choice between two 
broad methodologies for calculating their capital requirements for credit risk, either 
external mapping approach or internal rating system (Karaa & Krichène, 2012). 
 
Although the external mapping approach is difficult to apply because of the 
unavailability of external rating grades, the internal rating is easy and simple to 
implement since a lot of techniques have been proposed in the literature to develop 
credit-risk assessment models. Additionally, the subprime crisis, which shakes 
down the American and European countries and shows the fragility of banking 
sector and cast some doubt on the accuracy and usefulness of agency ratings 
(Matoussi & Abdelmoula, 2009). In fact, Credit scoring methods are used to 
evaluate both objective and subjective factors. These techniques spread all around 
the world in 50’s (Abramowicz et al., 2003). By these methods, information 
collection from customer is formalized. Besides, the scoring system forms a basis 
for loan approval. These models include traditional statistical techniques such as 
logistic regression (Steenackers & Goovaerts, 1989), multivariate discriminant 
analysis (MDA) (Altman, 1968), classification trees (Davis et al., 1992), neural 
network (NNs) models (Desai et al., 1996, Matoussi & Abdelmoula, 2009; Karaa 
and Krichène, 2012) and nonparametric statistical models like k-nearest neighbour, 
Henley & Hand (1997). Recent contributions have proposed the employ of 
Bayesian classification rules using Naïve Bayes classifiers. The results of these 
studies demonstrated their frequent ability to do better than the most existing 
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techniques. In this context, Sarkar and Sriram (2001), and Sun and Shenoy (2007) 
had been successfully applied to bankruptcy prediction.  
 
In this research we try to tackle the following question: how banks can develop 
fairly accurate quantitative prediction models that can used as very early warning 
signals for default risk. The most of previous research look at business failure 
prediction from the mid-term and long-term prospects (failure vs non failure). In 
our paper, we examine the short-term prospect (payment vs. non payment of the 
short term loan at maturity). We try also to explore the case of a bank who wants to 
use prediction model to assess its credit risk (see failure prediction in Tunisia by 
(Matoussi et al., 1999), financial distress prediction using Neural Networks by 
(Matoussi &  Krichene, 2010; Abid &  Zouari, 2000), financial distress in Egypt by 
(El-Shazly, 2002), credit scoring model for Turkey’s micro & small enterprises by  
(Davutyan, 2006). In this study, we use a K-Nearest Neighbour classifier model to 
investigate the credit–risk. 
 
This paper is organized as follow. In section 2 we provide the theoretical 
framework and Empirical Modelling supporting our research question our research 
design respectively. In section 3, we define data and methodology. In Section 4, we 
present our results and discussion. Finally, Section 5 concludes the paper and 
presents some limits. 
 
 

2. Credit risk assessment of banks:  

theoretical framework and empirical modelling 
 

2.1. Theoretical framework of credit risk problem: agency theory  

 
One of the most important applications of agency theory to the lender-borrower 
problem is the derivation of the optimal form of the lending contract. In credit 
market, there is an  information asymmetry between the borrower, who usually has 
better information about the investment project and its potential profits and risk, 
and the lender (the bank) who doesn’t have enough and reliable information 
relating to investment project. This lack of information in quantity and quality is a 
source of problems before and after the transaction takes place. The presence of 
asymmetric information normally leads to moral hazard and adverse selection 
problems. This situation shows a classical principal-agent problem. 
 
The principal-agent models of the agency theory may be divided into three classes 
according to the nature of information asymmetry (Karel, 2006). First, we find 
models with ex-post asymmetric information qualified as moral hazard. In this 
case, agent receives some private information after signing the contract. Moral 
hazard refers to a situation in which the asymmetric information problem is created 
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after the transaction occurs. Since the borrower has relevant information about the 
project the lender doesn’t have, the lender runs the risk that the borrower will 
engage in activities that are undesirable from the lender’s point of view because 
they make it less likely that the loan will be paid back (Matoussi & Abdelmoula, 
2009).  
 
Second, we find models with ex-ante asymmetric information known as adverse 
selection models (Karel, 2006). In these models agent has private information 
already before signing the contract. Adverse Selection refers to a situation in which 
the borrower have significant information that the lender lack (or vice versa) about 
the quality of the project before the transaction takes place. This happens when the 
potential borrowers who are the most likely to produce an adverse outcome (bad 
credit risks) are the ones who are most active to get a loan and are thus most likely 
to be selected. In the simplest case, lenders’ price cannot differentiate between 
good and bad borrowers, because the riskiness of projects is unknown. Finally, we 
find the third  class known as signalling models, in which the informed agent may 
divulge his private information through the signal which he sends to the principal 
(Karel, 2006).  
 
This problem is traditionally considered in the framework of costly state 
verification, introduced by (Townsend, 1979). The essence of the model is that the 
agent, who has no endowment, borrows money from the principal to run a one-shot 
investment project. The agent is confronted with a moral hazard problem. Should 
he declare the true value or should he decrease the outcome of the project? This 
situation illustrates ex-post moral hazard. Moreover, we can also face a situation of 
ex-ante moral hazard, where the unobservable effort by agent during the project 
realization may impact the outcome of the project. Townsend (1979) indicated that 
the optimal contract which solves this problem is known as standard (or simple) 
debt contract. This standard debt contract is characterized by its face value, which 
should be repaid by the agent when the project is finished. As another theoretical 
justification for simple debt contract was considered by (Diamond, 1984), where 
the costly state verification was changed by a costly punishment. Hellwig (2000, 
2001) indicated that the two models are equivalent only under the risk neutrality 
assumption.  However, when we consider the introduction of risk aversion, the 
costly state verification model still working, but the costly punishment model does 
not survive. 
 
In the real world, credit institutions can use either guarantee (collateral) or 
bankruptcy prediction modelling or both to face out the asymmetric information 
problem and its consequences on credit risk evaluation (Karaa & Krichène, 2012). 
We deal with this aspect in the next subsection. 
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2.2. Credit Risk Assessment and Bankruptcy Prediction:  

Related studies (works) 

 
After the high number of profile bank failures in Asia, the regulators recognize the 
need and urge banks to employ advanced technology to assess the credit risk in 
their portfolios. Assessing the credit risk correctly also permits banks to engineer 
future lending transactions, so as to achieve targeted return/risk characteristics. The 
evaluation of credit risk needs the development of fairly accurate quantitative 
prediction models that can serve as very early warning signals for counterparty 
defaults.  
 
Many researchers proposed two main approaches to deal with credit scoring in the 
literature. The first approach proposed by (Merton, 1974) and known as the 
structural or market based models where the default probability derivation is based 
on modelling the underlying dynamics of interest rates and firm characteristics. 
Initially, this approach is based on the asset value model, where the default process 
is endogenous, and relates to the capital structure of the firm. Default happens 
when the value of the firm’s assets drops below some critical level (Crouhy et al., 
2000). The second approach is centered on the empirical or accounting based 
models where the relationship between default probability and characteristics of a 
firm is learned from the data instead of modelling this relationship. Raymond 
(2007), Thomas et al. (2002), Galindo and Tamayo (2000) synthesized some 
methods used in this context. In this regard we can cite the studies of Beaver 
(1966) and Altman (1968), bankruptcy prediction has been investigated intensively 
by academics and practitioners. Several models have been developed and tested 
empirically. Altman’s popular Z-Score (Altman, 1968) is an illustration based on 
linear discriminant analysis, and was used to predict the probability of default of 
firms. Ohlsons O-Score (Ohlson, 1980) is based on generalized linear models or 
multiple logistic regression which have been used either to detect the best 
determinants of bankruptcy and the predictive accuracy rate of their occurrence. 
Neural network models were adapted and used in bankruptcy prediction (Atya, 
2001; Matoussi & Abdelmoula, 2009). Their high power of prediction makes them 
a widely held alternative with the ability to integrate a very large number of 
features in an adaptive nonlinear model (Kay & Titterington, 2000).  
 
A lot of researches have focused on the non-parametric methods class (e.g.  
k-nearest neighbor) (Henley & Hand, 1996), decision trees (Quinlan, 1992) and 
neural networks (Mcculloch & Pitts, 1943) have also been largely applied in the 
field of credit scoring. There are also some other approaches that combine several 
techniques to create a classification model such as Support Vector Machine (e.g. 
Lee and Chen, 2005; Lee et al., 2002). West (2000) tried to compare the accuracy 
of credit scoring of five Artificial Neural Network models namely multilayer 
perceptron, radial basis function, fuzzy adaptive resonance, mixture-of-experts and 
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learning vector quantization. In his study, West (2000) used two real world data 
sets Australian and German. He employed 10 fold cross validation for improving 
his predictive power. He indicated both good and bad credit rates. Finally, he 
compared the results against five other traditional techniques including linear 
discriminant analysis, logistic regression, k nearest neighbor, kernel density 
estimation and decision trees. The results indicate that the multilayer perception 
may not be the most accurate Artificial Neural Network model and that both the 
combination-of-experts and radial basis function Neural Network models should be 
considered for credit scoring applications. Also, between traditional methods, 
logistic regression is more accurate method and more precise than Neural Network 
models in average case. 
 
According to Vera et al. (2012) “Despite the intense study of credit scoring, there 
is no consensus on the most appropriate classification technique to use.” Baesens et 

al. (2003b) revealed that some conflicts can occur when comparing the findings of 
different studies. However Thomas et al. (2002) also suggested that most methods 
applied in credit scoring have similar levels of performance. In fact, for banks and 
financial institutions the reasons that may motivate the preference for a certain 
methods are the interpretability and the transparency (Martens et al., 2009). 
According to Vera et al. (2002) “two aspects of methods for credit scoring are very 
important: that is the predictive performance, as well as the insights or 
interpretations that are revealed by the model.” 
 
2.3. Empirical research design 
 
2.3.1.  K-NN classifier algorithm 

 
Banks are in a very competitive environment; thereby the service quality during 
credit risk assessment is very important. When customer demands for credit from 
bank, bank should evaluate credit demand as short as possible (Berk et al., 2011) to 
gain competitive advantage. Additionally for each credit demand, the same process 
is repeated and constitutes a cost for the bank. Since the importance of credit risk 
analysis, most of techniques and models are developed by financial institution to 
decide whether to grant or not to grant credit (Çinko, 2006).  
 
The classification methods can be classified into parametric and non-parametric 
problems. In fact, parametric methods are based upon the assumptions of normally 
distributed population and estimate the parameters of the distributions to solve the 
problem (Zhang et al., 2007). However, according to Berry and Linoff (1997) non-
parametric methods make no assumptions about the specific distributions involved, 
and are therefore distribution-free. The k-nearest neighbor classifier serves as an 
illustration of a non-parametric statistical approach. When given an unknown case, 
a K-NN classifier seeks the pattern space for the k training (Pranab & Radha, 2013) 
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(cases that are similar to unknown cases. These k training cases are the K-nearest 
neighbors” of the unknown cases (Ravinder & Aggarwal, 2011). 
 
K-NN classifier can be useful when the dependent variable takes more than two 
values such as high risk, medium risk and low risk. Moreover K-NN classifier 
requires an equal number of good and bad sample cases for better performance 
(Hand & Henley, 1997). According to Berry and Linoff (1997) “the choice of k 
also affects the performance of the k-NN algorithm. This can be determined 
experimentally. Starting with k=1, we use a test case to estimate the error rate of 
the classifier. This process is repeated each time by incrementing k to allow for one 
more neighbors. The K-value that gives the minimum error rate may be selected. In 
general, larger the number of training samples is, the larger the value of k will be.” 
 
2.3.2. ROC curve as a classifier performance 

 
A Receiver Operating Characteristics (ROC) is a generally useful performance 
graphing method. In other word, ROC graph is a method for visualizing, 
organizing and selecting classifiers based on their performance Fawcett (2006). 
Spackman (1989) was the earliest adopters of ROC graphs in machine learning. He 
demonstrated the value of ROC curves in evaluating and comparing algorithms 
(Fawcett, 2006). In fact, the use of ROC graphs in the machine learning community 
has increased in recent years. Since that simple classification accuracy is often a 
poor metric for measuring performance (Provost & Fawcett, 1997; Provost et al., 
1998). Besides, they have properties that make them especially useful for domains 
with skewed class distribution and unequal classification error costs (Fawcett, 
2006).  
 

 
Figure1. An example of ROC curve adapted from Yang (2002: 18) 
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2.3.3. The criterion of the area under a curve ROC (AUC) 

 
A ROC curve is a two-dimensional representation of classifier performance. 
According to Fawcett (2006), “to compare classifiers we may want to reduce ROC 
performance to a single scalar value representing expected performance”. To do so, 
many researchers such as Bradley (1997) and Hanley and McNeil (1982) 
recommend the use of a common method which is to calculate the area under the 
ROC curve, abbreviated AUC. The AUC is defined as a portion of the area of the 
unit square; its value will always be between 0 and 1.0. However, because random 
guessing produces the diagonal line between (0, 0) and (1, 1), which has an area of 
0.5, no realistic classifier should have an AUC less than 0.5 (Fawcett, 2006).  
 
 

3. Methodology  
 
The need for models that predict defaults correctly is very important, because in 
commercial bank the credit risk measurement is crucial for each client to 
discriminate reliable clients from not reliable. Among the quantitative methods for 
solving credit risk evaluation problems, the simple Bayesian classifier was applied 
for estimating the posterior probabilities of default. In fact, Antonakis and 
Sfakianakis (2009) showed that the posterior probability of an event is the 
probability of an event after collecting some empirical data. Rosner (2006) 
demonstrated that the posterior probability is obtained by integrating information 
from the prior probability with additional data related to the event in question. 
According to Mileris (2010) “often analysis begins with initial or prior probability 
estimates for specific events of interest. Then from sources such as a sample we 
obtain additional information about the events. Given this new information the 
prior probability values can be updated by calculating revised probabilities, 
referred to as posterior probabilities”. Anderson et al. (2007) demonstrated that 
Bayesian theorem provides a means for making these probability calculations.  
 
In our research we use a sample of the bank credit files composed of 924 files of 
short term loan granted to Tunisian companies from 2003 to 2006.   
 
3.1. Sample and data 
 
Let’s recall that our objective is to use k-NN2classifier methodology for default 
prediction of bank’s commercial loans. But, in order to solve a problem using  
k-NN algorithm, we have to collect data for training purposes. The training data set 
includes a number of cases, each containing values for a range of input and output 
variables. The first decision we need to make is which variables to use. The second 
one concerns the subjects we want to predict their behaviour. For our case the 
variables are indicators of default risk and the subjects are borrowers. The data 



 

Bank credit risk analysis with k-nearest-neighbor classifier: Case of Tunisian banks  
 

 

Vol. 14, No. 1  87 

collected for our investigation came from a large private commercial bank 
(BIAT)3. We choose a private bank in order to avoid the potential inefficiency of 
public banking sector, whose decision is sometimes dictated by government 
choices. Our choice to work with short-term commercial credits is motivated by the 
fact that this type of credits represents the major part of loans granted by 
commercial bank and is subject to renewal every year. In fact, loans with maturities 
of one year or less comprise more than half of all commercial bank loans (Revsine 
et al., 1999). For the case of the BIAT this ratio was around 40% during 2006  
and 2007. 
 
In our investigation, we use a database of 924 files granted to industrial Tunisian 
companies by a commercial bank from 2003 to 2006. This period was chosen 
because it corresponds to a central bank instruction, in which it asks bank to 
provide credit risk classes for their borrowers. For the case the BIAT, by the end of 
every quarter, it classifies these files into five clusters, each one corresponding to a 
risk class. Files without delay of payment correspond to the healthy firms. The four 
remaining classes correspond to four riskier classes of three, six, nine and one year 
(or more) delay of payment respectively. We group these four classes in one class 
(risky companies).   
 
3.2. Variables measurement  

 
3.2.1. Dependent variable 

 

In this research, we try to study the probability of default. The dependent variable 

is a dummy variable, which equals 0 if the classified is healthy and 1 if the 

classified is risky. Hence: 

Y = 0 if no delay of payment (healthy) 
Y = 1 if more there is more than 3 month delay (risky) 

 
3.2.2. Independent variables 

 
Default risk prediction depends on a good evaluation of the couple risk-return of a 
company. Financial ratios, commonly used, are calculated from financial 
statements (balance sheet, income and cash flow statement). Financial ratio 
analysis classifies the ratios into groups which states about different facets of a 
company's finances and operations (liquidity, activity or operational, leverage and 
profitability).  
 
In our experiment we keep the same variables used in the study of (Karaa & 
Krichène, 2012). So the database is composed of 24 financial and non-financial 
indicators. The financial indicators are inspired from Altman’s popular Z-Score 
and recommended textbooks in financial statement analysis and valuation (Berstein 
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& Wild, 1998; Revsine et al., 1999; and Palepu et al., 2000). The financial 
indicators measure liquidity (working capital, operating activity and cash flow), 
Leverage, long term solvency and Profitability. The non-financial variables used in 
this research are firm size and collateral (Karaa & Krichène, 2012). 
 

Table 1. Variables definition and measure4  

 
RISK 

FACET 

CODE VARIABLE 

DEFINITION 

VARIABLE MEASURE 

Liquidity 

indicators 

R1 Long term 
financing of 
Working 
capital  

 
(Shareholders’equity+non current liabilities)- non current 

assets 
 

R2 Working 
capital 
requirement 

Working capital 
(Shareholders’equity+non current liabilities)-non current 
assets 
 

 
R3t Account 

receivable 
liquidity 

Provision for doubtful accounts                                
Gross account receivables 

 
R4 Current ratio Current assets  

 Current liabilities 
 

R5 Quick ratio Current assets-inventories  
 Current liabilities 

 
R6 Cash flow 

ratio    
Operating cash flow   

Current liabilities 
 

R7 Inventory 
turnover 

Sales 
inventories 

 
Leverage 

and 

solvency 

indicators 

R8 Debt Cash 
Flow 
Coverage 
Ratio 

    Cash flow        =     Net income +depreciation 
                    Total debts                      Total    debts 

 

R9 Liabilities to 
equity ratio 

                       Total liabilities  
                    Shareholders’ equity 
 

 
R10 Net debt to 

equity ratio 
 Short term debt+long term debt – cash and marketable       

securities    
      Shareholders’ equity 

 
R11 Debt  to 

capital ratio  
Short term debt+long term debt    

Short term debt+long term debt  + Shareholders’equity 
 

R12 Long term 
debt to assets  

Long term debt   
 Total assets 
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R13 Long term 
debt to 
tangible assets 

             Long term debt  
                Total tangible assets 

 
R14 Interest 

coverage ratio    
Operating income before taxes and interest  

 Interest expense 
 

Profitability 

indicators 

 

R15 Net profit 
margin  

Net income 
Total operating revenue 

 
R16 Gross profit 

margin  
Earnings before interest and taxes 

Total operating revenue 
R17 Return on 

invested 
capital  

                                                     Net income 
                                                     Total assets 
 

R18 Return On 
Equity (ROE)  

                                                 Net income 
                                           Stockholders equity 

 
 

Ratios used 

by the bank 

 
R19 

 
Fixed asset to 
debt ratio 

 
Net fixed assets  

Total debt 
 

R20 Short term 
debt to sales 
ratio 

Short term debt  
 Total sales 

 
R21 Financial 

expenses to 
revenue ratio 

Financial expenses 
Total revenue 

 
R22 Fixed asset 

turnover 
Sales  

 Fixed assets    
Other 

variables  

V01 collateral  LOG(GUARANTEE) 
V02 Firm size LOG(TOTAL ASSETS) 

 

 

4. Empirical results 
 

4.1. Descriptive analysis  

 
To get an insight about our data before performing the k-NN classifier models, we 
will achieve a test of mean differences between the two risks classes defined above 
(table 2). The summary statistics and the mean differences can be seen as an 
analysis similar to Beaver (1963). In Table 2 we expose the descriptive statistics of 
our data. When we run mean differences analysis between the two risks classes 
(healthy and risky groups). Such analysis allows us to verify if there is a difference 
between the two classes in terms of financial ratios. Table 2 presents some 
summary statistics for the two risks classes.  
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Table 2. Group means 

 

Ratios Code Mean Std.  

Deviation 

R2: ,00 16,8191 58,85241 
 1,00 8,5990 15,69326 

R3: ,00 ,0471 ,13891 
 1,00 ,0568 ,14135 

R4: ,00 2,9623 7,05638 
 1,00 3,2328 8,05572 

R6: ,00 2,0391 22,41881 
 1,00 -,6450 38,61664 

R7: ,00 ,0439 ,10179 
 1,00 ,0757 ,14164 

R8: ,00 1,4900 2,00318 
 1,00 1,0742 ,91636 

R10: ,00 ,0452 ,33929 
 1,00 ,0347 ,16519 

R11: ,00 ,0569 ,15137 
 1,00 ,0166 ,10049 

R12 : ,00 ,4993 2,33091 
 1,00 ,2348 1,14838 

R13: ,00 ,7708 ,97464 
 1,00 ,7151 ,58013 

R14: ,00 ,2274 1,06959 
 1,00 ,0588 ,74966 

R15: ,00 5,0372 55,16137 
 1,00 13,4255 16,99936 

R18: ,00 ,6227 2,93441 
 1,00 7,4529 54,44136 

R19: 
 

,00 1,8072 2,80796 

 1,00 1,7822 3,89486 
R20: ,00 1,1982 2,38237 

 1,00 1,1215 3,14473 
R21: ,00 ,0634 ,30944 

 1,00 ,2492 2,91846 
R22: ,00 ,0115 ,43979 

 1,00 -,0284 ,25000 

00: corresponds to healthy group 

01: corresponds to risky group 
 

Table 2 presents significant mean differences between the two groups for some 
ratios (R2; R4; R6; R8 R11; R12; R14; R15; R18; R21and R22) and no significant 
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differences for others (R1; R3; R5; R7; R9; R10; R11; R13; R16; R17; R19 and R20). 
Globally, they tell us that the liquidity risk does not differentiate the two groups 
(Karaa & Krichène, 2012). The leverage and solvency ratios do better in 
discriminating the two groups. For others indicators (coverage and profitability), 
the results are mitigated. For example, while return on equity (R18) shows a 
significant difference gross profit margin (R16) and return on invested capital (R17) 
are not. 
 
When we look at the significance of mean differences, we notice that globally the 
good indicators are superior in the healthy group, while the bad indicators are 
higher in the risky group. For example the mean of cash flow ratios (R6), Working 
capital requirement (R2), leverage and solvency ratios (R11, R12, R14 and R8) is 
bigger in health group. Current ratio (R4), profitability ratios (R18 and R15), have a 
higher mean in the risky group. 
 
4.2. Results and discussion  

 
In our experiment, we build up three types of K-NN classifier. The first classifier 
uses data on financial ratios (cash-flows excluded). It will be referred as ‘Non cash-
flow model’. The second model uses data on all ratios indicators (cash-flows 
included, collateral excluded). It will be referred as ‘Cash-flow model’. The third 
model uses all indicators of the study. It will be referred as ‘full information 
model’. 
 
According to Rafiul et al. (2008) “the k-nearest neighbor (k-NN) technique, due to 
its interpretable nature, is a simple and very intuitively appealing method to 
address classification problems. However, choosing an appropriate distance 
function for k-NN can be challenging and an inferior choice can make the classifier 
highly vulnerable to noise in the data”. In our investigation, we tested using 
different values of k (2, 3, 4 and 5). Based on this testing, for k-NN we identified 
the best value of k which produced the best classification performance and this is 
what is reported in the result tables 3, 4 and 5. 
 

Table 3. Results for Non Cash-Flow models (Appendix 1) 
 

Panel 1: k-NN classifier with variation of the parameter  

k=2 (appendix 1 panel 1) 
 

K=2 

 Healthy Risky 

Healthy companies 358 100 
Risky companies  100 366 

% Total Good and Bad  Classification 
Good classification  78.35% 
Bad classification  21.64% 
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Panel 2: K-NN with k=3 (appendix 1 panel 2) 
                                                            K=3 

 Healthy  Risky  
Healthy  companies 364 94 
Risky  companies  78 388 

% Total Good and Bad  Classification  

Good classification  81.38% 

Bad classification  18.62% 

Panel 3: K-NN with k=4 (Appendix 1 panel 3) 
K=4 

 Healthy Risky 

Healthy companies 332 126 
Risky  companies  122 344 

% Total Good and Bad  Classification 
Good classification  73.16% 
Bad classification  26.84% 

Panel 4: K-NN with k=5 (Appendix 1 panel 4) 
K=5 

 Healthy Risky 
Healthy  companies 331 127 
Risky  companies  124 342 

% Total Good and Bad  Classification 
Good classification  72.83% 
Bad classification  27.16% 

 
We can see from these results (panel 1, 2, 3 and 4) that the global good 
classification rate is getting better when we fixed the number of the parameter k to 
3. In fact, the good classification rate is in order of 81.38% for the best model with 
k=3 for the other models with k=2, 4 and 5 the good classification rate is 
respectively of 78.35%, 73.16% and 72.83%. A lot of researches have examined 
the criterion of type I and II errors. According to Yang (2002) «Type I error rate is 
also called a rate or credit risk, it is the rate of 'bad' customers being categorized as 
'good'. When this happens, the miss-classified 'bad' customers will become default. 
Therefore, if a credit institution has a high a rate, which means the credit granting 
policy, is too generous, the institution is exposed to credit risk». 
 
Type II error rate is called also a commercial risk; it is the rate of 'good' client 
being classified as 'bad'. When this happens, the miss-classified 'good' client are 
rejected, the bank supports (endure) therefore an opportunity cost caused by the 
loss of 'good' customers. Bogess (1967) showed that if a credit institution has a 
high type II error for a long period, which means it takes a long time restrictive 
credit granting policy Yang (2002), it may lose its share in the market. The credit 
institution is therefore exposed to commercial risk. 
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Table 4. Results for Cash-Flow models (Appendix 2 panels 1,2,3 and 4) 
 
 K=2 K=3 K=4 K=5 

 Healthy Risky Healthy Risky Healthy Risky Healthy Risky 

Healthy 
companies 

395 63 409 49 387 71 375 83 

Risky 
companies 

59 407 56 410 72 394 92 374 

% Total Good and Bad  Classification 
Good 

classification 
86.79% 88.63% 84.52% 81.06% 

Bad 
classification 

13.20% 11.37% 15.48% 19.94% 

 

 
Table 5. Results for full information models  

(Appendix3 panels 1, 2, 3 and 4) 

 
 K=2 K=3 K=4 K=5 

 Healthy Risky Healthy Risky Healthy Risky Healthy Risky 

Healthy 
companies 

393 65 406 52 381 77 383 75 

Risky 
companies 

69 397 69 397 99 367 113 353 

% Total Good and Bad  Classification 
Good 

classification 

85.5% 86.90% 80.95% 79.65% 

Bad 
classification 

14.50% 13.10% 19.05% 20.35% 

 
The classification results for the two models (cash flow and full information 
models) are presented in Table 4 and 5. The best performances among that of the 
reported classifiers are marked in bold and red.  
 
From tables 4 and 5 we can see that the best model which shows the best 
classification rate is the one associating accrual and cash flow information (table 4) 
with a good classification rate of 88.63% versus 86.90% for the third model with 
full information. Let’s recall that our objective is to find the class label for the new 
point. The algorithm has different behavior based on k and in this research we 
choose the value of K. We can also conclude that the best parameter k –NN is set 
to 3 for all models in this research.  
 
The variation of the parameter k to 3 has improved the results. The good 
classification rate is getting better. Moreover, the model has reduced the error type 
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I from 16.73% to 12% (Table 6) and the error type II is reduced from 20.52% to 
10.69% when we introduce cash flow information. 
 

Table 6. Criterion of the type I and II error 

 

 ERROR  K=2 K=3 K=4 K=5 
NON CASH FLOW MODEL Type I 21.83% 16.73% 27.51% 27.25% 
 Type II 21.45% 20.52% 26.18% 27.72% 

      
CASH FLOW MODEL  Type I 12.66% 12.01% 15.45% 19.74% 
 Type II 13.75% 10.69% 15.50% 18.12% 
      
FULL INFORMATION 
MODEL  

Type I 14.8% 14.80% 21.24% 24.24% 

 Type II 14.19% 11.35% 16.81% 16.37% 

 
In this research, we would like to assess credit risk using a selection of financial 
ratio recommended in debt contracts. The predictions on the selection of financial 
ratio illustrate relation between financial ratios and credit risk. This evidence is 
well known in the practitioner and academic literature (Demerjian, 2007). In fact, 
textbooks emphasize the role of ratios in evaluating credit quality (Lundholm & 
Sloan, 2004), while academic studies conclude that financial ratios serve to provide 
signals about borrower credit risk when used as covenants (Smith & Warner, 1979; 
Dichev & Skinner, 2002). 
 
4.3. The ROC curve  

 
A ROC curve for the perfect classifier, which orders all 'bad' cases before 'good' 
cases, is the curve follows the two axes. It would classify 100% 'bad' cases into 
class 'bad' and 0% 'good' cases into class 'bad' for some value of the sill. According 
to Yang (2002) “a classifier with a ROC curve which follows the 45° line would be 
useless. It would classify the same proportion of the 'bad' cases and 'good' cases 
into the class 'bad' at each value of the threshold; it would not separate the classes 
at all. Real-life classifiers produce ROC curves which lie between these two 
extremes”. 
 
To evaluate the performance of the curve we have to use a measure given by the 
Area under the ROC Curve (denoted as AUC) (Hand, 1997). The curve that has a 
larger AUC is better than the one that has a smaller AUC. 
 
We can note that the criterion of AUC is of the order of 95.6% for the best model 
(cash flow model). This score is larger than 50% and it is a good score. This result 
confirms the good classification rate found in the previous section. We can 
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conclude that cash flow information is a good indicator for bankers who want to 
evaluate credit applicant. 
 

Figure 2. ROC curve of three models 

 
 
 

5. Conclusion 
 
Commercial banks that grant client borrower loans need consistent models that can 
correctly detect and predict defaults. Moonasar (2007) emphasized that the one of 
the fundamental tasks which any bank has to deal with, in the current competitive 
and turbulent business environment, is to reduce its credit risk. Traditionally, we 
employ scoring methods to estimate the credit worthiness of a credit applicant. In 
fact, the quantitative method known as credit scoring has been developed for the 
credit assessment problem (Yang, 2002). Credit scoring is basically an application 
of classification methods, which classify borrower into different risk groups. The 
objective of Scoring methods is to predict the probability that a borrower or 
counterparty will default (Komor´ad, 2002). In credit risk evaluation, Credit 
scoring is a key methods, that help financial institution to make decision whether or 
not to grant credit to customer Thomas (2002). According to Moonasar (2007) “a 
common approach of credit scoring is to apply a classification technique on data of 
previous customers (both good credit customers and delinquent customers) in order 
to find a relationship between the customers characteristics and potential failure to 
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service their debt. Institutions use credit scoring techniques (utilizing information 
from the consumers past credit history and current economic conditions) to 
determine which applicants will pay back their liabilities”. An accurate classifier is 
necessary to differentiate between new potential good and bad credit applicant.  
 
In this article we evaluate the credit risk for a Tunisian bank through modelling the 
default risk of its short term loans. We used a data base of 924 credit files from 
2003 to 2006. In our evaluation, a K- Nearest Neighbor classifier algorithm was 
conducted and we tested using different values of k (2, 3,4 and 5). The criterion 
used for assessing performance is the minimization of the bad risk rate. We build 
up three types of K-NN classifier: 

� The first classifier is non cash-flows model 

� The second classifier is cash-flows model  

� The third classifier is full information model 
 
The main results show that the best K-NN  with k=3 for the three models, and the 
best global classification rate is in order of 88.63% (second classifier). Moreover, 
to evaluate the performance of the model curve ROC is plotted. The result shows 
that the AUC (Area Under Curve) criterion is in order of 95.6%. Our study is, 
however, incomplete in the sense that it didn’t show how one can use these results 
in the implementation of the Basel II or III accord in Tunisia.  
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APPENDIX 

 
APPENDIX 1: NON CASH FLOW MODEL 

 

Panel 1: K-NN with k=2  

 
 
Panel 2: K-NN with k=3 
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Panel 3: K-NN with k=4 

 
 
Panel 4: K-NN with k=5 
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APPENDIX 2: CASH FLOW MODEL 

 

Panel 1: K-NN with k=2  

 
 

Panel 2: K-NN with k=3 
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Panel 3: K-NN with k=4 

  
 

Panel 4: K-NN with k=5 
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APPENDIX 3: FULL INFORMATION MODEL 

 

Panel 1: K-NN with k=2  

 
 
Panel 2: K-NN with k=3  
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Panel 3: K-NN with k=4 

 
 

Panel 4: K-NN with k=5 
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